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Порівняльний аналіз моделей машинного навчання для прогнозування міцності бетону

Comparative Analysis of Machine Learning Models for Predicting Concrete Compressive Strength

Н.Р. Печончик, (Луцький національний технічний університет), О.С. Приходько, к.т.н., доцент, (Луцький національний технічний університет).

N.R. Pechonchyk, (Lutsk national technical university), O.S. Prykhodko, Ph.D. Associate Professor, (Lutsk national technical university)

У роботі досліджено ефективність застосування моделей машинного навчання різної складності для прогнозування міцності бетону на стиск на основі його компонентного складу. Встановлено, що ансамблеві моделі демонструють найкращий баланс точності та інтерпретованості. На основі регресійного аналізу було виведено емпіричну формулу для експрес-оцінки міцності.

This paper investigates the effectiveness of applying machine learning models of varying complexity to predict the compressive strength of concrete based on its component composition. It was found that ensemble models demonstrate the best balance between accuracy and interpretability. Based on regression analysis, an empirical formula was derived for rapid strength estimation.

Задача прогнозування міцності бетону за його складом є класичною еталонною проблемою, яку широко використовують для тестування регресійних алгоритмів. У працях [1–4] цей приклад застосовують для демонстрації просунутих методів, спрямованих не лише на точність прогнозу, а й на підвищення надійності та інтерпретованості моделей. Так, у [1] запропоновано об’єднання інтервальних прогнозів, що дозволяє оцінювати довірчі інтервали значень. У [2] представлено архітектуру SelectiveNet, яка може відмовлятися від прогнозу за низької впевненості моделі – важлива властивість для інженерних застосувань. У [3] показано, як ансамблеві методи (зокрема бустинг на деревах рішень) інтегруються в задачі нелінійної оптимізації, а в [4] досліджуються методи автоматичного пошуку математичних виразів, що описують дані. Таким чином, попри вирішеність базової задачі прогнозування міцності, актуальними залишаються напрями підвищення надійності, інтерпретованості та практичної інтеграції моделей.
У дослідженні використано відкритий набір даних Concrete Compressive Strength з репозиторію UCI [5], який містить 1030 записів із вісьмома параметрами складу бетонної суміші та віком як вхідними ознаками, і міцністю на стиск (МПа) як цільовою змінною. Основною метрикою оцінки точності обрано MAE (абсолютна похибка). Для аналізу застосовано три групи моделей: лінійна та поліноміальна регресія, нейронні мережі з 2–7 прихованими шарами; модель машинного навчання RandomForest. Проведений порівняльний аналіз показав суттєву різницю в ефективності досліджуваних моделей. Узагальнені результати точності всіх розглянутих моделей наведено у порівняльній таблиці 1.

Таблиця 1. Результати порівняльного аналізу
	Модель машинного навчання
	МАЕ, МПа

	Лінійна регресія
	7.46

	Поліноміальна регресія
	5,97

	Нейронна мережа 2 шари по 128 нейронів
	4,3

	Нейронна мережа 7 шарів по 256 нейронів
	3,3

	RandomForest
	3,73



Як і очікувалось, проста лінійна регресія продемонструвала найнижчу точність (MAE = 7.46 МПа), підтверджуючи нелінійний характер залежності міцності від складу. Врахування квадратичних залежностей у поліноміальній регресії дозволило покращити результат (MAE = 5.97 МПа).
Нейронні мережі показали високу прогнозну здатність, причому точність зростала зі збільшенням глибини архітектури: від MAE ≈ 4.3 МПа для двох шарів до пікового значення MAE ≈ 3.3 МПа для семишарової мережі. Однак було відзначено, що результати нейромережевих моделей є нестабільними та залежать від випадкової ініціалізації ваг, а самі моделі виступають своєрідними «чорними скриньками», що ускладнює їх інтерпретацію. 
На противагу цьому, на основі датасету [5] було побудовано емпіричну степеневу формулу для визначення міцності на стиск :


.

Тут a – час тверднення бетону, днів; w, c, bf, f, sp, fa, ca – маса компонентів бетонної суміші в 1 м³ бетону, кг: води, цементу, гранульованого доменного шлаку, золи-виносу, суперпластифікатора, дрібного та крупного заповнювача відповідно.
Виведена емпірична формула показала очікувано нижчу точність (MAE ≈ 6 МПа), однак її головною перевагою є повна прозорість та можливість використання для швидких інженерних розрахунків без залучення складних обчислювальних ресурсів.
Найкращий баланс між точністю, стабільністю та швидкістю навчання продемонструвала модель RandomForest, яка на тестовій вибірці досягла MAE = 3.73 МПа. Цей результат є співмірним з найкращими показниками глибоких нейронних мереж, але досягається стабільно при кожному запуску.
Ключовим результатом, отриманим з моделі RandomForest, є аналіз важливості ознак. Встановлено, що домінантний вплив на кінцеву міцність бетону мають вік (33.3%) та кількість цементу (32.6%). На третьому місці зі значним відривом знаходиться кількість води (12.5%). Решта компонентів сумарно вносять менше 22% у прогноз. Ці дані повністю узгоджуються з фундаментальними положеннями будівельного матеріалознавства, що додатково підтверджує адекватність побудованої моделі.
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